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• Large language models have demonstrated extremely powerful 

abilities in almost all directions of NLP

Evolution of LLMs

Understanding Generation Decision Excution
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• Knowledge in LLMs is critical for their success

Knowledge in LLMs

LLM

Where is the capital of 
French?

Factual Knowledge

The capital of French is 
Paris.

Which is bigger? 
House or car?

Commonsense Knowledge

POS analysis of 
"I like summer”.

Linguistic Knowledge

Houses are significantly 
bigger than cars in terms 

of physical size.

I – PRON
like – VERB

summer - NOUN
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• Hallucinations

• Out-of-date Knowledge

• Toxic Information

Knowledge in LLMs

It’s Djokovic now
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This Tutorial

Knowledge
Acquisition

Pretraining
SFT
RLHF
Injection
...

Fine-tuning

Knowledge distillation

In-context Learning

Prompt-probing

...

Knowledge
Application

• Boundaries and Mechanism of knowledge in LLMs

–Assure the helpful, honest and harmless in downstream applications?

–Controllably and predictably to reproduce the results of LLMs
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• How knowledge circulates throughout knowledge engineering 

perspective

This Tutorial
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• How knowledge circulates throughout knowledge engineering 

perspective

This Tutorial

How LLMs acquire knowledge 
from different sources

How LLMs store and represent 
different kinds of knowldege

Which kinds of knowledge do 
LLMs really have

How can we refresh and delete 
knowledge from LLMs

Potentials and Challenges to use 
LLMs as KBs
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• Our survey paper entitled The Life Cycle of Knowledge in Big 

Language Models: A Survey

–https://arxiv.org/abs/2303.07616

• Check out latest slides at our homepage

–http://www.icip.org.cn/

• Corresponding paper list

–https://github.com/c-box/KnowledgeLifecycle

Tutorial Materials

https://arxiv.org/abs/2303.07616
http://www.icip.org.cn/
https://github.com/c-box/KnowledgeLifecycle


Knowledge Acquisition: Learning From Texts and Beyond
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• Knowledge acquisition aims to learn different kinds of knowledge 

from multiple sources

• Knowledge Acquisition Strategies

–How to leverage different kinds of unsupervised/supervised/self-

supervised learning approaches to inject knowledge into LLMs

• Knowledge Acquisition Mechanism

–How LLMs dynamically acquire different kinds of knowledge during learning

Knowledge Acquisition



Knowledge Acquisition: Strategies
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• Learning From Texts: Self-supervised Pretraining

– Unstructured texts without annotation

• Learning From Instruction Data: Supervised Fine-tuning

– QA pairs or conversational data with manually annotated answers

• Learning From Human Feedback: Supervised Alignment

– Partial order pairs of model-generated answers

• Learning From Structural Data: Structured Knowledge Injection

– Structural KBs created by human beings

Strategies and Knowledge Sources
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• Using Self-supervised Learning to learn from unlabeled texts

Knowledge Acquisition From Texts
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• Requires an extremely large collection of highly-diversified Corpus

Knowledge Acquisition From Texts
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• Corpus require very careful cleaning before being used to train 

LLMs

–Data Cleaning

–Quality Filtering

–Deduplication

–……

Knowledge Acquisition From Texts

Data 

Cleaning

• Identify and delete inappropriate information (url, 
phone, email).

• Design filtering rules and heuristics (e.g., valid
punctions)

Quality 
Filtering

• N-gram

• Heuristic rules

• Model-based evaluation 

Deduplication

• Removes repeated extracts and documents from a 
dataset

• Tools: MinHash, SimHash…

Penedo et al. The RefinedWeb Dataset for Falcon LLM: Outperforming Curated Corpora with Web Data, and Web Data Only. 2023.
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• Construct instruction-response pairs for LLM SFT training

Knowledge Acquisition From Labeled Data

Tell me the capital of China.

LLMs

The capital of China is Beijing.

Instruction Response 
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• Three representative ways to harvest labeled data for LLMs

–NLP data transformation

–Manual Labeling

–Machine (ChatGPT/GPT-4) Generation

Knowledge Acquisition From Labeled Data

2021.9
FLAN

2022.12
Self-instruct

2023.4
Moss
OpenAssistant
Alpaca-GPT4
WizardLM
UltraChat
…

2022.1
InstructGPT

2021.10
T0
Natural-Instructions-v2

2023.3
Alpaca
BELLE
…

2022.10
xP3

NLP Data 
Transformation

Manual Labeling

Machine Generation
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Diversity is most critical for LLMs SFT!

Knowledge Acquisition From Labeled Data

NLP Data
Transformation

Manual
Labeling

Machine
Generation

Advantage Easy to generate
High diversity 

and quality 
Easy to acquire

Disadvantage 
Limited diversity 

and coverage 
High costs, hard 

for alignment 
Limited diversity, 
easy to collapse 

Usage
Limited cases 
for each task

Ensure 
diversity 

Ensure quality 
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• Using human feedback on a pair (list) of answers generated by the 

model to align the model to human value/behavior/favor……

Knowledge Acquisition From Human Feedback

Specialized LLMs: ChatGPT, LaMDA, Galactica, Codex, Sparrow, and More. 2023.

ColossalChat: An Open-Source Solution for Cloning ChatGPT With a Complete RLHF Pipeline. 2023.
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• Alignment with HF without RL

Knowledge Acquisition From Human Feedback

Category Algorithm Introduction

Negative 
Sampling

BoN Find responses with highest reward for SFT

RAFT Find
𝑏

𝑘
 responses with highest reward for SFT

Self-Align
Using LLM to generate better responses using principle-driven 

ICL

Conditional 
Generation

CoH Design special token for both positive and negative response

Quark Assign reward token to each response according to reward

Contrastive
Learning

RRHF learns to align with human preferences through ranking loss

DPO Pair-wise contrastive learning

PRO List-wise contrastive learning

SLiC-HF Sequence Likelihood Calibration
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• Structured knowledge refers to information that is organized in a 

well-defined format or framework

Knowledge Acquisition From Structural Data

Factual Commonsense Linguistic 
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• Entity Knowledge

– Teaching models to concentrate more on entities beyond tokens

• Factual Knowledge

– Injecting factual knowledge from knowledge bases

• Commonsense Knowledge

– Injecting commonsense knowledge that may not appear in texts

• Linguistic Knowledge

– Using linguistic information to guide model better formulating languages

Knowledge Acquisition From Structural Data
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• Entity knowledge example #1: Entity Masking 

(Sun et al., 2019)

–Mask and predict all sub-words within an entity

Knowledge Acquisition From Structural Data

Entity 
Knowledge

Factual 
Knowledge

Commonsense 
Knowledge

Linguistic 
Knowledge

Sun et al. Ernie: Enhanced representation through knowledge integration. 2019.
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• Entity knowledge example #2: enriching 

entity representation using meta-information 

(Logeswaran et al., 2019; Gillick et al., 2019)

Knowledge Acquisition From Structural Data

Entity 
Knowledge

Factual 
Knowledge

Commonsense 
Knowledge

Linguistic 
Knowledge

Logeswaran et al. Zero-shot entity linking by reading entity descriptions. ACL 2019.

Gillick et al. Learning dense representations for entity retrieval. CoNLL 2019. 
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• Factual knowledge example #1: incorporating 

knowledge embeddings (Zhang et al., 2019; 

Wang et al., 2021)

Knowledge Acquisition From Structural Data

Entity 
Knowledge

Factual 
Knowledge

Commonsense 
Knowledge

Linguistic 
Knowledge

Text Information

Factual Knowledge

TransE

Knowledge Embedding

Zhang et al. ERNIE: Enhanced language representation with informative entities. ACL 2019.

Wang et al. . KEPLER: A unified model for knowledge embedding and pre-trained language representation. TACL 2021. 
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• Factual knowledge example #2: designing 

auxiliary tasks (Qin et al., 2021; Banerjee et 

al., 2021; Xiong et al., 2020)

Knowledge Acquisition From Structural Data

Entity 
Knowledge

Factual 
Knowledge

Commonsense 
Knowledge

Linguistic 
KnowledgeEntity Discrimination Relation Discrimination 

Qin et al. ERICA: Improving entity and relation understanding for pre-trained language models via contrastive learning. ACL 2021.

Banerhee et al. Self-supervised knowledge triplet learning for zero-shot question answering . EMNLP 2020. 
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• Commonsense Knowledge: transforming 

structured knowledge into natural language 

(Bosselut et al. 2019; Ye et al. 2019; Guan et 

al. 2020; Ma et al. 2021)

Knowledge Acquisition From Structural Data

Entity 
Knowledge

Factual 
Knowledge

Commonsense 
Knowledge

Linguistic 
Knowledge

Bosselut et al. . COMET: Commonsense transformers for automatic knowledge graph construction. ACL 2019.

Ye et al.  Align, mask and select: A simple method for incorporating commonsense knowledge into language representation 

models. 2020.

Guan et al. A knowledge-enhanced pretraining model for commonsense story generation. TACL 2020.

Ma et al. Knowledge-driven data construction for zero-shot evaluation in commonsense question answering. AAAI 2021.
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• Linguistic Knowledge: feature-based approaches

Knowledge Acquisition From Structural Data

Entity 
Knowledge

Factual 
Knowledge

Commonsense 
Knowledge

Linguistic 
Knowledge

Lexically-informed BERT (Lauscher et al. 2020) Syntax-BERT (Bai et al. 2020)

Senti LARE (Ke et al. 2020) Sense-BERT (Levine et al. 2020)



Knowledge Acquisition: Mechanisms
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• How and why LLMs can acquire or forget knowledge from 

different sources？

• Investigate this by diving into the dynamics of LLMs’ learning 

procedure

Knowledge Acquisition Mechanisms



35

• Dynamics investigation example #1: ALBERT knowledge evolution 

(Chiang et al., 2020)

Knowledge Acquisition Mechanisms

Semantic and Syntactic Knowledge World Knowledge

• Semantic and syntactic knowledge are learned simultaneously in ALBERT.
• ALBERT seems to be dynamically renewing its knowledge about the world. 

Chiang et al. Pretrained language model embryology: The birth of ALBERT. EMNLP 2020. 
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• Dynamics investigation example #2: RoBERTa knowledge evolution 

(Liu et al., 2020)

Knowledge Acquisition Mechanisms

• Linguistic knowledge can be 
learned quickly and robustly

• Factual knowledge is learned 
slowly and domain-sensitive

Liu et al. Probing across time: What does RoBERTa know and when?  Findings of EMNLP 2021. 
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• Dynamics investigation example #3: Learning and forgetting 

dynamics of factual knowledge (Cao et al., 2023)

Knowledge Acquisition Mechanisms

Cao et al. Retentive or Forgetful? Diving into the Knowledge Memorizing Mechanism of Language Models. 2023. 
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• Dynamics investigation example #3: Learning and forgetting 

dynamics of factual knowledge (Cao et al., 2023)

Knowledge Acquisition Mechanisms

• Pretraining is the key to 
shift ”short-term” memory 
to ”long-term” memory

• Existence of ”singularity” 
where memory collapsed  but 
quickly recovered

Cao et al. Retentive or Forgetful? Diving into the Knowledge Memorizing Mechanism of Language Models. 2023. 
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• Knowledge in LLMs are learned from multiple sources via multiple 

learning approaches

–Learning From Texts: Self-supervised Pretraining

–Learning From Instruction Data: Supervised Fine-tuning

–Learning From Human Feedback: Supervised Alignment

–Learning From Structural Data: Structured Knowledge Injection

• The underlying mechanisms of how LLMs learn knowledge still 

need further investigation

Take-aways for Knowledge Acquisition



Knowledge Attribution: Opening the Blackbox
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• How LLMs encode, transform and store the acquired knowledge?

• Can we associate specific knowledge with certain modules or 

neurons within a language model?

• Can we control the knowledge in the language model by modifying 

these specific modules?

Knowledge Attribution
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• Attribute stored knowledge to 

different-level of modules in 

neural networks 

Knowledge Attribution

Layer 1

Layer 2

Layer n

…

Att Head 1 Att Head 2 Att Head 3 Att Head 4
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• Attribute stored knowledge to 

different-level of modules in 

neural networks 

–Layers

Knowledge Attribution

Layer 1

Layer 2

Layer n

…

Att Head 1 Att Head 2 Att Head 3 Att Head 4
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• Attribute stored knowledge to 

different-level of modules in 

neural networks 

–Layers

–Modules

Knowledge Attribution

Layer 1

Layer 2

Layer n

…

Att Head 1 Att Head 2 Att Head 3 Att Head 4Att Head 2
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• Attribute stored knowledge to 

different-level of modules in 

neural networks 

–Layers

–Modules

–Neurons

Knowledge Attribution

Layer 1

Layer 2

Layer n

…

Att Head 1 Att Head 2 Att Head 3 Att Head 4
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• Attributing knowledge to each layer of NNs by training a task-

specific classifier for representations on each layer

Layer-wise Knowledge Attribution

Nelson F. Liu. Linguistic Knowledge and Transferability of Contextual Representations. NAACL 2019.

Layer 1

Ms. Haag plays Elianti

Layer 2

Layer n

Layer n-1 

…

Layer k 

NNP NNP VBZ NNP



47

• Example #1: Linguistic Knowledge(Liu et al. 2019; Lin et al. 2019)

Layer-wise Knowledge Attribution

GPT

BERT
Main Auxiliary 

Subject Noun

➢ High Layers: more task-specific but fail on tasks requiring 
fine-grained linguistic knowledge

➢ Middle& Lower Layers: better linguistic transferability
➢ BERT encodes positional information about word tokens well on 

its lower layers 

Lin et al. Open Sesame: Getting inside BERT’s Linguistic Knowledge. 2019. 

Liu et al. Linguistic knowledge and transferability of contextual representations. 2019.
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• Example #2: Factual knowledge

Layer-wise Knowledge Attribution

Wallat et al. BERTnesia: Investigating the capture and forgetting of knowledge in BERT. 2021.

18% knowledge are forgotten

Knowledge forgetting across layers: Intermediate layers contain 
relational knowledge that is absent in the final layer
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• Analyze knowledge attribution by looking into attention 

matrix(Clark et al., 2019; Htut et al., 2019; Lin et al., 2019)

Module-based Knowledge Attribution

Dobj

auxpass
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Module-based Knowledge Attribution

• Module-based knowledge attribution for syntax knowledge (Clark et al., 2019)

–  Evaluate each attention head on dependency parsing dataset

• No single head does well at syntax 
“overall”

• Certain attention heads specialize 
to specific dependency relations.

Clark et al. What does BERT look at? an analysis of BERT’s attention. . 2019.
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Neuron-based Knowledge Attribution

• Can we attribute knowledge to specific neurons in PLMs?

Dai, et al. Knowledge Neurons in Pretrained Transformers. ACL 2022.
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Neuron-based Knowledge Attribution

• How to find Knowledge Neuron: Integrate Gradients (Dai et al., 2022)

Dai, et al. Knowledge Neurons in Pretrained Transformers. ACL 2022.

i-th neurons in 𝑙-th FFN Probability of correct answer

𝐴𝑡𝑡𝑟 𝑤𝑖
(𝑙) : the probability changes caused by modifying 𝑤𝑖

(𝑙)
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Neuron-based Knowledge Attribution

• How to find Knowledge Neuron: Causal Tracing (Meng et al., 2022)

Meng, et al. Locating and Editing Factual Associations in GPT. NeurIPS 2022.

With subject

Without subject

• Factual knowledge can be associated with feed forward modules in 
middle or higher layers.
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• Lower layers of PLMs often encode the coarse-grained and 

general information of knowledge

• Fine-grained and task-specific knowledge are mostly stored in 

higher layers and different modules

Take-aways for Knowledge Attribution



Knowledge Probing: How Much do LLMs Know about the World?
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Knowledge Probing

• Investigate the types of knowledge stored in LLMs

• Quantify the amount of knowledge stored in LLMs

Factual Knowledge Commonsense Knowledge Linguistic Knowledge
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Knowledge Probing Benchmarks

• Knowledge-specific Probing Benchmark

– Focus on one specific kinds of abilities of LLMs

Knowledge Type Benchmark Formulation Remark

Linguistic Knowledge

Open Sesame (Lin et al., 2019) diagnostic classifier and attention

LKT (Liu et al., 2019b) token or token pair labeling

NPI probe (Warstadt et al., 2019) probing classifier

Edge probe (Tenney et al., 2019) edge probing

MDL probe (Voita and Titov, 2020) minimum description length

LM diagnostics (Ettinger, 2020) text filling

BLiMP (Warstadt et al., 2020) sentence scores comparison

Factual Knowledge

LAMA (Petroni et al., 2019) text filling

X-FACTR (Jiang et al., 2020a) text filling

Multilingual LAMA (Kassner et al., 2021) text filling multilingual

Bio LAMA (Sung et al., 2021) text filling biology

Commonsense Knowledge

CAT (Zhou et al., 2020a) sentence scores comparison

NumerSense (Lin et al., 2020b) text filling numerical 

Physical Commonsense (Forbes et al., 2019) probing classifier physical 
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Knowledge Probing Benchmarks

• General Knowledge Evaluation Benchmark

– General/Hybrid knowledge evaluation with higher difficulty
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• Prompt-based knowledge probing

–Query LMs with task-specific prompts and assess performance according 

to LMs’ predictions

• Feature-based knowledge probing

–Froze parameters of LLMs, probing tasks are accomplished based on the 

internal representation or attention weights produced by LMs

Knowledge Probing Methods
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• Handcraft Discrete Prompt

• Optimized Discrete Prompt

• Continual Prompt

Prompt-based Knowledge Probing
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Prompt-based Knowledge Probing

• Cloze-style Discrete prompts

– LAMA, X-FACTR, BioLAMA, Multilingual LAMA…

– Choice of Prompts has huge influence

Discrete Prompt

Optimized 
Discrete Prompt

Continual 
Prompt

Knowledge Base

French Paris 
capital of

Questions

The capital of Paris 
is __?

Language Models

French
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Prompt-based Knowledge Probing

• Using optimized discrete prompts to get better 

performance

– Example #1: LPAQA

– Using retrieval and paraphrasing method to search prompts

– Achieve better performance than manually created prompts

– Require valid dataset

Jiang Z, Xu F F, Araki J, et al. How can we know what language models know? In TACL 2020.

Discrete Prompt

Optimized 
Discrete Prompt

Continual 
Prompt
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Prompt-based Knowledge Probing

• Using optimized discrete prompts to get better 

performance

– Example #2: AutoPrompt

– Automatically generated prompts based on gradient-guided search

– Discrete prompts with better performance but lack of interpretability

–  Require training dataset and validation dataset.

Shin T, et al. AutoPrompt: Eliciting knowledge from language models with automatically generated prompts. In EMNLP 2020.

Discrete Prompt

Optimized 
Discrete Prompt

Continual 
Prompt
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Prompt-based Knowledge Probing

• Prompt–tuning: adding trainable vectors as soft prompt can  

further improve performance

– Handcraft prompts initialization (Zhong et al., 2021)

– Adding continual prompts on both input and transformer blocks (Li and Liang, 

2021)

– Adding prompt encoder above the input embeddings (Liu et al., 2021)

– Ensembling multiple soft prompts (Qin et al. 2021)

Liu X, Zheng Y, Du Z, et al. GPT Understands, Too (2021)

Zhong Z, Friedman D, Chen D. Factual Probing Is [MASK]: Learning vs. Learning to Recall (2021)

Qin G, Eisner J. Learning How to Ask: Querying LMs with Mixtures of Soft Prompts (2021)

Discrete Prompt

Optimized 
Discrete Prompt

Continual 
Prompt
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Prompt-based Knowledge Probing

Can we absolutely trust the evaluate results of prompt-based probing?

Manually 
Created

Discrete
Search

Continuous
Training

Better and better performance, weaker and weaker interpretability. 
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Prompt-based Knowledge Probing

• Prompt-based probing could be inconsistent 

Prompt preference leads to inconsistent performance and comparison

Cao et al. Can Prompt Probe Pretrained Language Models? Understanding the Invisible Risks from a Causal View. In  ACL 2022.

Performance variances of PLMs on 
semantically equivalent prompts.

Inconsistent comparison between 
PLMs when prompts varies.
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Prompt-based Knowledge Probing

• Prompt-based probing could be inconsistent 

Predictions are sensitive and inconsistent to various verbalizations

Cao et al. Can Prompt Probe Pretrained Language Models? Understanding the Invisible Risks from a Causal View. In  ACL 2022.

Verbalization stabilities of 4 PLMs.
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Prompt-based Knowledge Probing

• Optimized prompt could be unreliable

• Optimized prompts can exploit patterns in training data

• “Better” prompts may be the prompts fitting the answer distribution better

Zhong et al. Factual Probing Is [MASK]: Learning vs. Learning to Recall. 2021

Cao et al. Knowledgeable or Educated Guess? Revisiting Language Models as Knowledge Bases. 2021
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Prompt-based Knowledge Probing

• Q&A based Evaluation for aligned models

– MMLU, Stanford HELM, OpenLLM, CMMLU, C-Eval…

Questions

Where is the capital of French?
(A)  Beijing
(B)  Tokyo 
(C)  Paris
(D)  Washington

Answer: 

Questions

Tell me some trivia about 
penguins

Multiple Choice Free-style Writing

Does correct (wrong) answer means the model has (don’t has) the knowledge?
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Prompt-based Knowledge Probing

• Q&A based Evaluation for aligned model

– Erlangshen-UniMC-1.3B achieve strong performance on C-EVAL

–  Pre-trained on 180G text corpus and fine-tuned on multiple choice dataset  
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Feature-based Knowledge Probing

• Feature based probing with classifier (Lin et al., 2019; Clark et al., 2019; 
Tenney et al., 2019; Liu et al., 2019;)

Language Models

Ms. Haag plays Elianti

NNP NNP VBZ NNP

Input Tokens

Internal 
Representation

Probing Classifier

Probing results
Logistics regression

Multi-layer perceptron

…

Hidden States
Activations

Attention Matrix
…
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Feature-based Knowledge Probing

• Classifier may be unreliable

– Training process involved

– Difficult for results attribution

– Inconsistent between classifiers

• Can we use feature-based probing without classifier?
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Feature-based Knowledge Probing

• Feature-based probing without classifier: example#1 perturbed masking (Wu 

et al., 2020) 

Language Models

[MASK] sit on desk

Language Models

[MASK] on desk

• Perturbed Masking

➢ Calculate impact sit has on Cats

➢ 𝑒i = E(Cats|S\{Cats})

➢ 𝑒𝑗 = E Cats S\ Cats, sit

➢ F Cats, sit = d(ei, ej)

[MASK]
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Feature-based Knowledge Probing

• Feature-based probing without classifier: example#2 Direct 

Probe (Zhou et al., 2021)

–Each classifier is a decision boundary in the representation space

–Consider the representation probing as clustering problem
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• Both prompt-based and feature-based probing have their own 

limitations

• Prompt-based evaluation could be biased by data distribution, 

prompt selections, etc.

• Design of better probing framework for LLMs worth further 

investigation

Take-aways for Knowledge Probing



Knowledge Editing: Updating and Deleting
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Knowledge Editing

• Replacing stored knowledge in PLMs with new knowledge

• Removing stored knowledge entirely

The prime minister of the UK is Elizabeth Truss.

The prime minister of the UK is Rishi Sunak.

Modify

The personal number of Tim Cook is XXXXX.

I don’t know any information about personal 
number

Erase
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What is Successful Edit

De Cao et al. Editing Factual Knowledge in Language Models. 2021.

Before After

• Generality:

➢ Suitable for general pre-trained language models.

• Reliability:

➢ Be able to successful update target knowledge without affecting 

the rest.

• Consistency:

➢ The changes should be consistent across equivalent formulations 

of a fact



79

• Constrained tuning

– Fine-tuning on target knowledge without affecting the rest

• Meta-Learning based editing

– Learning to update: learning to predict updated parameters

• Memory-based editing

– Maintain a edit memory and reason over it as needed

• Locate and edit

– Attribute knowledge to specific neurons and edit them accordingly

Knowledge Editing Strategies
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• Naive Solution 1: Re-training

• Re-train PLM using the updated training dataset

–  Computationally expensive and impractical when LLMs involved

• Fine-tune PLMs on a small subset which only contains target knowledge

– Suffer from catastrophic forgetting, and affects the rest knowledge which is 

not intended to be edited.

Constrained Fine-tuning
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Constrained Fine-tuning

• Constraint 1: Learn the new facts while keeping the loss small on unmodified 

facts

• Constraint 2: Using normalization to constrain the parameters change of the 

models.

Minimize loss on target knowledge Keep loss small on unrelated knowledge

Zhu et al. Modifying Memories in Transformer Models. 2020

𝑙2 or 𝑙∞norm
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Meta-Learning Based Knowledge Editing

• Example #1 - KnowledgeEditor: train a hyper-network to predict 

the parameter update

De Cao et al. Editing Factual Knowledge in Language Models. 2021.

Replace the prediction of x from y to a, without affecting the 
predictions of any other input.
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Meta-Learning Based Knowledge Editing

• Example #1 - KnowledgeEditor: train a hyper-network to predict 

the parameter update

De Cao et al. Editing Factual Knowledge in Language Models. 2021.

semantically equivalent inputs of x

Changing prediction 
successfully

Not affect the rest
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• Fine-tuning V.S. Hyper-network: fine-tuning updates all layers 

uniformly while hyper-network updates are more sparse.

Meta-Learning Based Knowledge Editing

De Cao et al. Editing Factual Knowledge in Language Models. 2021.
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Meta-Learning Based Knowledge Editing

Mitchell et al. FAST MODEL EDITING AT SCALE. 2022.

➢ Get the prediction of target input.
➢ Calculate the standard fine-tuning gradient with correction
➢ Predict the updated weights
➢ Edit PLMs and check the updated knowledge

• Example #2 – MEMD: predict the edits to LMs’ weights based on 

the standard fine-tuning gradient with correction 
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Memory-based Knowledge Editing

• Naïve Solution 2: maintain a symbolic memory cache

– a symbolic knowledge cache may suffer from robustness issues

Memory Cache

1. The prime minister of the 
UK is Rishi Sunak.

2. Argentina is the 2022 World 
Cup Champion

3. Jokic is the FMVP of NBA 
2023 season.

4. …

Who is the prime 
minister of the UK

Rishi Sunak

How to distinguish a relevant query?
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Memory-based Knowledge Editing

• Example#1 – SERAC: stores edits in a memory and learns to 

reason over them as needed 

Mitchell et al. Memory-Based Model Editing at Scale. 2022.

➢ Step 1: Maintain a edit memory
➢ Step 2: Decide whether a relevant edit exists 

in memory
➢ Step 3.1: Irrelevant - Using original LM to 

predict irrelevant question.
➢ Step 3.2: Relevant - Input and edited example 

are passed to a counterfactual model
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Memory-based Knowledge Editing

➢  Maintain a memory of past feedback
➢  Lookup for relevant memory
➢  Directly add to the query

Madaan et al. MemPrompt: Memory-assisted Prompt Editing with User Feedback. 2023.

• Example#2 - MemPrompt: directly add edit information to the query 
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• Combine knowledge attribution and editing

– Knowledge Attribution: find the responsible neurons for specific 

knowledge 

– Knowledge Editing: edit the responsible neurons only

Locate and Edit
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Locate and Edit

• Example #1: KnowledgeNeuron (Dai et al., 2022)

–  Direct modify the activations of knowledge neurons

Answer probability decrease: setting activations to 0

Answer probability increase: double activations
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Locate and Edit

• Example #2: ROME (Meng et al., 2022)

–  Edit knowledge by updating the MLP weights with rank-one update

➢ Hypothesize MLPs can be modeled as a linear associative memory
➢ Linear operation W stores the key-value mapping information.
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Locate and Edit

• Step 1: Choosing 𝑘∗ to select the Subject

• Step 2: Choosing 𝑣∗ to recall the Fact

• Step 3: Inserting the act by updated 𝑊

• Example #2: ROME (Meng et al., 2022)

–  Edit knowledge by updating the MLP weights with rank-one update
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• Currently most studies only focus on factual knowledge

–More types of knowledge need to be considered

• More comprehensive evaluation

–Impact on downstream tasks, related knowledge, etc.

• More effective editing approaches for LLMs

Take-aways for Editing



Conclusion: Can LLMs serve as Trustworthy KBs?
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• Are LLMs potential substitute for structured KB?

LLMs as KBs
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Construct a Structured KB

Structured KB construction process (Krataihong et, al. 2022)

• Requires pre-defined ontology
• Complex pipelines and many traditional NLP techniques involve
• Expert knowledge and human effort for annotation
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Construct a LLM-based KB

Data Source

Data 
Processing

Text Corpus

Self-supervised
Pre-training

PLMs

Alignment

（optional）

Language model pre-training process

• Requires no ontology engineering
• End2end self-supervised pre-training + domain-independent SFT
• Much less expert knowledge
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• Even more simple solution ……

Construct a LLM-based KB

…….
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Knowledge Coverage

Structured KB LMs-as-KBs

Domain Constrained Open

Amount Limited Potential?

Schema Expanding Complex Easy

Knowledge Fusing Complex Easy
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Interaction between Human and KBs

<NBA2015, FMVP, ?>

Query Structured KB

Andre Iguodala

Deterministic
Answer

Who is the FMVP in 
NBA 2014-2015 season？

Language ModelQuery

Kawhi Leonard
(99% confidence)

Prediction with
Probability

SQL, SPARQL, …….

Natural Language
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However…….
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Timely Editing Difficulities

Knowledge Base

Apple

Bill Hawaii
birthplace

Steve CEO of

<Steve Jobs, CEO, Apple>

<Tim Cook, CEO, Apple>

Knowledge Base

Apple

Bill Hawaii
birthplace

Tim CEO of

• Compared with LMs, it is easy to add, modify and delete knowledge in structured KBs
• However, editing knowledge in LMs is more complex with potential side effects
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• LLMs have their advantages on 

simple construction process and 

its potential knowledge 

coverage

• Certainty and reliability are 

the main challenges for LLMs

Conclusion
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Conclusion

From models of language to models of knowledge, there still a long way to go

Knowledge
in LLMs

Acquisition

Attribution

ProbingEditing

Application
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Thanks & Any Question?


