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When I get ready to talk to people,
I spend two-thirds of the time
thinking about what they want to
hear and one-third thinking about
what I want to say.

-Abraham Lincoln
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IOE 218 (Theory of Mind, ToM)

Ib\%’ﬂlﬁ (Theory of Mind, ToM ) EIE MMRIEREFIHEN A ROURSEEND, SFEMMANEE.
o, RE. BR. RBEE #ﬂ?&ﬁb%ﬁdﬂm)&ﬂ’] T
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HAMNIEEM EHEREEFENA? BEFAARINEE EIARFATIAA
MERE BERIA? il 2 EHFRA?
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IOE 218 (Theory of Mind, ToM)

¥ SLI6
o SIOWHR: EIEJE Sarah

- BRIRI: AXEIGEREAERMNE H, Sarah FEN—A
P bvites bﬁlﬁg’ﬁﬂﬁ’q’:&ﬁlﬂaﬁﬂﬁlﬁﬁ 175 I

TRENDS in Cognitive Sciences

Premack, D., & Woodruff, G. (1978). "Does the chimpanzee have a theory of mind?"Behavioral and Brain Sciences, 1(4), 515-526.
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IOE 218 (Theory of Mind, ToM)

This is Sally. This is Anne.
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Sally has a basket. Sally has a marble. Anne has a box.

BHIRERES: NEEIRER MNEHIRES )
False Belief Task Smarties{E5% Sally-AnnefEs%

4

{7
(5

SI g

SR
‘ o s LB
| | BEEES
Sally goes out for a walk. }ﬁ{i%

Let’s close the box.What do you
think your friend Jenny would say

1 What do you think is in the hOK?) (Whydontynuopen the box and SEE? [isinthe box if she saw it?

\

Oh,it’s pencﬂs

Anne takes the marble out of the basket and puts it into the box.

Now Sally comes back. She wants to play with her marble.

Wimmer, H., & Perner, J. (1983). "Beliefs about beliefs: Representation and constraining function
of wrong beliefs in young children's understanding of deception." Cognition, 13(1), 103-128.
Baron-Cohen, S., Leslie, A. M., & Frith, U. (1985). "Does the autistic child have a 'theory of
mind'?" Cognition’ 21(1)’ 37-46. WhewillSIIy look for her marble?
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AFEBTheory of Mind,
REESR (884 ) Theory of Mind,
BB RKIEE EGMachine Theory of Mindlg ?
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MBS OE (Evaluating Machine ToM)

Do Large Language Models have Theory of Mind?

IEJF: “Theory of mind might have spontaneously emerged in large language models”
Kosinski M, arXiv preprint, 4 Feb 2023. l

® Unexpected Transfer Tasks  ® Unexpected Contents Tasks

ﬁ Ay = | =¢ )
WQ%EE""‘ ’ SmartlesEE% GPT-3.5-davinci-003 (175B*; November 2022)

GPT-3-davinci-002 (175B%; January 2022)

STORY: Here is a bag filled with popcorn. There is no chocolate PP o O |

in the bag. Yet, the label on the bag says “chocolate” and not '

Y 99 GPT-3-davinci-001 (1758; May 2020) || N
‘popcorn.” Sam finds the bag. She had never seen the bag before.

She cannot see what is inside the bag. She reads the label. GPT-3-curie (6.78% May 2020) [l

GPT-2-XL (1.5B; February 2019) [Jj
GPT-3-babbage (1.3B*; May 2020)
QUESTION: She believes that the bag is full of

GPT-3-ada (350M*; May 2020)

GPT-1 (117M; June 2018)

W = 9 0 0 0% o g
’ /0 70 0 0
ANSWER : chocolate [ popcorn =0%; P chocolate — =99 /)] 0% 20%  40%  60%  80%  100%

WIREXMERNEIRER



MBS OE (Evaluating Machine ToM)

Do Large Language Models have Theory of Mind?

IEJF: “Theory of mind might have spontaneously emerged in large language models”

Kosinski M, arXiv preprint, 4 Feb 2023. %
ﬁZE%E%@ [] SaIIY'AnneE% ®m Unexpected Transfer Tasks ~ ® Unexpected Contents Tasks
GPT-3.5-davinci-003 (175B*; November 2022) || GE—
STORY: In the room there are John, Mark, a cat, a box, and a o
GPT-3-davinci-002 (175B*; January 2022) || G e

basket. John takes the cat and puts it in the basket. He leaves the
room and goes to school. While John is away, Mark takes the cat BLo0M (1768 uly 2022) . s
out of the basket and puts it in the box. Mark leaves the room and GPT-3-davinci-001 (1758; May 2020) | NN
goes to work. John comes back from school and enters the room. GPT-3-curie (678" May 2020) ||}

He doesn " t know what happened in the room when he was away. ,
GPT-2-XL (1.5B; February 2019) [Jj

GPT-3-babbage (1.3B*; May 2020)
QUESTION:. John thinks that the cat is in the GET-3ada {A50MP; May 2020)
GPT-1 (117M; June 2018)
ANSWER : basket [P,,. = 0%; Py 0. = 98%] 0%  20% 40%  60%  80%  100%

) BT ZELOE!
R B B B R I SRR ChatGPTERZIT ZELE!
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MBS OE (Evaluating Machine ToM)

Do Large Language Models have Theory of Mind?

B : “Large Language Models Fail on Trivial Alterations to Theory-of-Mind Tasks”
Uliman T, arXiv preprint, 14 March 2023. 1A: Transparent 1B: Uninformative

The bag is made of clear plastic. Sam cannot read.

ABEIRES, Smarties{EH

STORY: Here is a bag filled with popcorn. There is no chocolate
in the bag. Yet, the label on the bag says “chocolate” and not 1 Wyl ,

“popcorn.” Sam finds the bag. She had never seen the bag before. ) St tatiily oy Tetdesdte gl
She cannot see what is inside the bag. She reads the label.

1C: Trusted Testimony 1D: Late Labels
Friend tells Sam bag has popcorn. Sam put the popcorn in the bag.

Sam believes her friend. She wrote the ‘chocolate’ label.

POPCORN
! —

QUESTION: She believes that the bag is full of

ANSWER : chocolate [P,,,..., = 0%; P opocotare = 99 %]

H 3o ~“ “Sam belives the bag is full ' b“Sam be;ieves the bag.isy full
%&$T45'V I]r] 'ﬁ'ﬁ Eﬁ%E 1% =] /LJ\ & of chocolate” [P=97%] x @ of chocolate” [P=87%] x

18 co—




TEN S OE (Evaluating Machine ToM) CJ

Do Large Language Models have Theory of Mind?
B : “Large Language Models Fail on Trivial Alterations to Theory-of-Mind Tasks”

2A: Transparent 2B: In->0On

Uliman T, arXiv preprint, 14 March 2023. s 2B Iy O
RIBEIRES, Sally-AnnefEs -

STORY: In the room there are John, Mark, a cat, a box, and a
basket. John takes the cat and puts it in the basket. He leaves the
room and goes to school. While John is away, Mark takes the cat ‘ | |

out of the basket and puts it in the box. Mark leaves the room and L LY. G o hecatison o
e baskef = the basket” [P=97%]
goes to work. John comes back from school and enters the room.
’ . 2C: Trusted Testimon 2D: Other Person
He doesn l‘kl’lOW What happened mn the room When he was away- Mark tells John what he wil!da.y Mark moved the cat inio the box.
John believes her friend. Where does Mark think it is?

I'm going to
move the cat

into the box

O
-

E

?‘&* EJ Eg 11%5&*5 E's/ l]r] 'ﬁ'ﬁ Eg %jét i% = IL;\ w “John thinks the cat is in w'. “Mark thinks the cat is in
e the basket” [P=97%] the basket” [P=99%] x

- I

QUESTION:. John thinks that the cat is in the

ANSWER : basket [P,,. = 0%; Py, = 98%]

19 e



MBS OE (Evaluating Machine ToM)

Do Large Language Models have Theory of Mind?

K75 : “Clever Hans or Neural Theory of Mind? Stress Testing Social Reasoning in Large Language Models”
Shapiral et al., arXiv preprint, 24 May 2023.

a REARIRS, 19HEK, BE, SHEPEND!

=

— ‘ BT Ly maetihe / Was ist zehn

. und zehn? *

| I ) 7; V ‘// v: :
| 14142.},772?7?'3;2‘74;,75,;?;727? = /

\ o ag s ARl
v -\v{ 747 //.(ijvlll}-/(,} i % | e
; _'_}" // ___,,'.37*1};‘)1@%W =R
P o
B (1,

*Translation: What is ten plus ten?
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MBS OE (Evaluating Machine ToM)

Do Large Language Models have Theory of Mind?

K75 : “Clever Hans or Neural Theory of Mind? Stress Testing Social Reasoning in Large Language Models”

Shapiral et al., arXiv preprint, 24 May 2023.
O )

Unexpected Transfer Accuracy by Category

97.5

|mm false belief

e in->on

m other person
transparent access
I trusted testimony

text-davinci-001 text-davinci-002

hext—da:;lc.i—ﬂtlB GPT-3.5-Turbo l GPT-4 :
Figure 2: Performance of a range of GPT models on various categories within the unexpected transfer segment of “LLMS rely on Shortcuts, heuristics’ and Spurious

Adv-CSFB. The results are the average accuracy of question 2 (e.g. Maria thinks that the bananas are in the _) and

question 3 (e.g. When Maria comes back, she will first look for the bananas in the _), which specifically focusonan ~ COFF elatiOI’lS y not T, he ory Of M ind. »

agent’s beliefs rather than objective truth. Notably, GPT-4 achieves an accuracy of 97% on the subset of false belief
samples (the original examples from ToM-k), while failing on adversarial samples that involve transparent access or

relationship change (in—on).

100.0 100.0

95.0

g
?5,778.1!'3 jmm false belief

o |ate label

W= transparent access
true belief
 trusted testimony
mm uninformative label

text-davinci-001 text-davinci-002 text-davinci-003
LM
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MBS OE (Evaluating Machine ToM)

Average score
o
o

0.25

0.75

Average score
o
o

Do Large Language Models have Theory of Mind?

IE/S: “Theory of Mind in Large Language Models: Examining Performance of 11 State-of-the-Art models
vs. Children Aged 7-10 on Advanced Tests”, Dujin et al., arXiv preprint, 31 Oct 2023.

RKER vs. 37MNM-8S N EZE

Overal performance: SA1 vs. SA2 SA1
1.0

S 0.75

Score

0.5

0.25

0.0
1.0

S 1.0

Base-LLMs
~&— BLOOM !
=% GPT-davinci 0.75 - - !
- LLaMA-30B
-#- Falcon-7B

0.75

Score
(=]
[4)]

Order Deviation

05 3 ) 4 <+
Instruct-LLMs 1
- GPT4
=# - PalLM2-chat
@ PalM2
=g GPT-3.5
—— GPT-3
~-4= FLAN-T5
&+ Falcon-7B-1 .

Test performance
»

0.0 . .



MBS OE (Evaluating Machine ToM)

Do Large Language Models have Theory of Mind?

IEFS: “Testing theory of mind in large language models and humans”
Strachan et al., Nature Human Behavior, 5 April 2024,

KR vs. 1907 NEREA
a
2.39%10" 0.002
P values: 2.37x10° 595x10"

5
@
= (11 ST 2
GPT-4#%iESLEB
2 075 \ L)
5" [ ASOE ] ENature!
®
o
o 05
o =] Human
5 B GPT-4 ,
(= |
o ] GPT-35
o 0.25 = | l
+ LLaMA2-70B \
// b
(o)
» )
Fa;.se Irony Falux Hin;:ing Strz;nge
belief pas stories



FEMANZS/OE (Evaluating Machine ToM) CJ

Do Large Language Models have Theory of Mind?
YES NO

Chen et al., ToMBench: Benchmarking Theory of Mind in Large Language Models, ACL 2024

24 co—




TENH28/008 (Evaluating Machine ToM) CJ

MO IENE EToMBench

MBENFEN )& ToMBench&t xR R 52
SIRWA RGHEDR
E N Z INER
TatE EHEIE

Chen et al., ToMBench: Benchmarking Theory of Mmd in Large Language Models, ACL 2024



PNl H280E (Evaluating Machine ToM)

M OE T ENE EToMBench: ESRAEMKR, s AEZN

R ToM{ESS 31FHToMBE]
Inventory
(" Unexpected Outcome Test
' Scalar Implicature Task
Persuasion Story Task
Task False Belief Task

?g) S Ambiguous Story Task
Hinting Test
Strange Story Task

Abilities
(31)

Faux-Pas Recognition Test

Emotion (7)

Desire (4)

Intention (4)
Knowledge (4)

Belief (6)

Non-Literal Comm. (6)

Ab1l1ty2 Belief/Sequence false beliefs
i Question2: Mike feel guilty rather than proud, why?
t A. Mike initially dislikes playing the piano and is forced

2 TG FRBE T, WIE TN FR R Hi1+2860FE 7K
Example Evaluatmn

Task: Unexpected Outcome Test

Story: Mike wins the championship in a piano solo
competition and receives praise from his brother.

.........................

{ Ability1: Emotion/ Typical emotional reactions
Quest10n1 What emotion does Mike likely show?

B. Guilty
D. Disappointed

______________________

________

into learning by his brother.
B. Mike makes a significant mistake in the competition
and worries about being discovered by others. @X

| C. Mike worries that the prize money is not enough to

i buy a new piano.
D. His brother to pay for Mike's piano 1essons, works

Task Dim.
Ability1 Dim. ¢ ¢
Ability2 Dim. ¢ X

Systematic MCQ
Framework Format

\/4

Original Bilingual
Inventory Corpus

Chen et al., ToMBench: Benchmarking Theory of Mind in Large Language Models, ACL 2024

260 co———



FENH28/0\E (Evaluating Machine ToM) CJ

MBS OEEMEEToMBench: 6FOERESN (31FpFEES

o 1Bk S @R v =E
Emotion Desire Intention
W RIBMRIEEER R NAIAR SREBRAGINNNRE. R W RIEBRAINIHER
BERES . ERAIT MRS MBER, NESPIMIIHEE A E T RET AV AE
FIEE I RIB T B ERIXRAE 1T HARIEES

@ AR 5 ER ¢ JFFENIE
Knowledge Belief Non-Literal Communication
% R IR AR A BT A4 B9 RRET S RIEBR AT EE S B REBRIRAMMESBHFE
BREIRE R B ETE & E S ERRE X TR EENEXHEEH
BARRAIIRAEE EREIEE

Chen et al., ToMBench: Benchmarking Theory of Mind in Large Language Models, ACL 2024



PNl H280E (Evaluating Machine ToM)

M OE T ENEEToMBench: SFOEESS (1-4)

K BHERWR

ROMERNNETRERS5ERE
BERRBRESLIRERBEREZ
BEFEREERN, EHAGO
ERSHIRES o

ROMERME

W NREEARKE T —HBETE,

BT INBEBEERLZ R A

(A) & (B) FCr (C) LE (D) 5l

E®: B

[EE2: MENZEFC, BEELE, AHA?
(A) NBBIEOBEITESENMAES

(B) NHERBETELZSWRZEE,

(C) NBBIAA BITENEE SRR AREE
(D) NAFEEKE—EEBRIERNILY, MAZRE
7%,

EZ®: D

jEgE3: INBEESER, thAEKE—ABK
R—NEERAIENERALY, BEMERIBXMD
WE T —WET%E . WENBIEEZRTA?
(A) 1578 (B) FFl: (C) 422 (D) /51

ER: C

BERaXES

ERBNESTEERSE5E
EXIE LT H SR A
FIXBISLRRE XHIEE o

BRgXES

e FhLauraA BNEEEFLFER
B8 —kKXE, &KX, LauraltZ®| T 5E
5o LauraEBiEHREHIFIR: “HETS
HEPNIE, HP2HEEEXE,

AR 1: ELaurafTERIFLIRZET, RIA
AXSHERELSLHEARE?
(A)O (B)1(C)2 (D)4

ZR:D

[BRR2: ELauraiTBIELRIRZE, RIA
AXGHEFEZLOHEERR?
(A)0(B)1(C)2 (D)4

Z=:D

TR HARSEES

R EESERITHS5EE
RIS R AR ARRIEAIEED,
[z BRI XS o0 a] 2 e A /O ERAR
SHSERER o

IR EES
B NIZ— NS HETF . SREEHN, BEID
BESXREER, FMERMATA—EMHA . BiFall
EMIZKEM? NISKENBRRBERRE . A, 88
WERRERY, ik “/NI, XABRIMFER, &
RBEERERY, "
(AR NN AR B E ?
(A) NIRIAER—EER, ERIERRRERE T
REBERAOIZE, HINSERSE. ERAEREN
BEE,
(B) NIRILAEIRMOEE, MRARBERRET,
XEM—NERSINEE, HEMNRES,
(C) MREBEMNARERRE, NIAJUARINEHEM
7, HWIARSYE, XEAREBTFO
(D) /INTATARRIN:  “EATHI LR EsETIER XIS ?
RITRIHRAD—LE, BERE, RN TR SIE
BfiE, ER—ANERERNEGE, "
EXR: B

BIRERMES

HRESESETEERSE5E
EERBEESES (EHBE
=) MBAGE (BRER)
AEB X HIBES o

HIRERMES

W FENSSEESTERE, MNE
FEF. BFAOFRE, MEEFERR
T—HEHE . BEEEATES, FEIE
BB T FREE,

B IEEh R BETEE ?
(A) ~X & (B) #5F (C) #£F (D) FiEE&
gF£: D

AE2: HiEELEETE, ZHIANEIEE
STEMEXIETE ?

(A) #8F (B) &1 (C) Fi2& (D) #8F
gF£: D

Chen et al., ToMBench: Benchmarking Theory of Mind in Large Language Models, ACL 2024
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M OETENEEToMBench: SFOE{ES(5-8)

& MRS

ERINEES A S 5ERMIER
3, FHiEE oI GHS
S5EEAHENBETSHEAL
RS (IERFER) NIBRE,

EREES

HE: REN=BERAERT, MIEEEE— 1S
e, SXE=PWER, t—NMAZBE—NNEH
B, RREATNESE, MESUKENEELHTA
ABE, SBAMNTRERRI RS T EE—H
%, HFREERRIATARENY, REEREHAT
NE, BELREE T XM, MESEBIUFINOHIE
ARSI
DE: AT ARREILIMA A3

(A) BRIDEBEFZRERWNEN DA,

(B) RRAEE—NESZATRMBEEM

(C) BRAEEIEEAN=ZBEN—NMRE,

(D) BRLAEEFINIER .
&®: D
BRE2: 1RAA=HEEEARE?
(A) ZBAA—IESR, RAIREENE,
(B) =BARREIERR, EAMBEINLT o
(C) ZBARENIEET L, EAMNEREREFZ,
(D) ZHEFIFEMBHEFANS .
&®: D

@ RN

ERUIHEETESSBEMR
BRI PRYEE R R AP R OIRIR
BHIREN], RERHAMMMNIXSERF
HEFRENR SRR

BRI

WE: BEEMEOR—XNEKE, — K, ELO
TR, EElZT—0OW: “BIOR2
=RAREEHET?

Rl &ERXAaIEN, tMEEERENZE
Ha?

(A) BEEIRENEEAEART -

(B) BEEFRAMIERATRKIENT o

(C) BLEERRELAMBIMBIRERE

(D) BEEEREMNEEIESHEM,
ER:C

7

¢ BTREEES

FRUEESERSE5EER
AERNRBRSE P HERTA
BRCERSHIBES

TRMEES
WE: ZEMTIRREFNBER. M7 E—
NEELLE, UE, THEEERESXRLE, BH
b REBHRE, FHERMNTFBRRTEL, MAR
i, EEERAREXRBEMREEEHT, Bt A5k
MBRREIEN, THEMFEIY: “FE1F, REMN
BEMRmT! " ZENMBEE: “BEED, B
BERSLE! 7
W1 ZEENEDROEE2ERMNG?
A) 2 (B) R
EE: A
BIRE2: A AEHIREE SN M ?
(A) WAELARESHERISN, BERATLAmSEL
EMRAEES NP
(B) A FARSLLERISY, FEXNIFRES
(C) AFARSBHUERI S, EBATLRERE
R E RS EMREES
(D) MAFARSHURRISY, BB RERS
EEEMRRIMES
Z2:D

A EAATRRBINR
LT AIRMEEEN RS S
BEMZWERIRIARES

WMRALITH9RES], RIS
HESMBAME AR ANER,

KALFTAIRBIMEL

WEE: F—RREFFR /N EXS =LA E ZNGKIR:"
BEBERNERIESRBEMEZ —, " INKMAR
3L, XE,B— MRS EL R EER FHISHAE
REATVERN B EME MIEEEEIHE, " /NEIRF
BRERIE, NKEE/NE " NE BIN—HRWEE
EERR T ERIE?" /N 18, B IR B B AN EF AR, B R IE
A1 MEEEART AEENENG?

(A) MEEEARTASENE, B) MEEREA
RAEEMIE

2 A

Af2: MEBE—EAEE, B—aREE?

(A) "BEBERNERIEEREMEZ—, "

(B) "BBRITRBEANZR R B fI I, i1 B R R AT
X1

(C) "B REMENIABENicer, "

(D) MEEZEARAEENIE,

Z£x: 8B

Chen et al., ToMBench: Benchmarking Theory of Mind in Large Language Models, ACL 2024
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SHUOEES S3IIMOERINNMNXR

Abilities
Emotion
Typical emotional reactions (Task1)
Atypical emotional reactions (Task 1)
Discrepant emotions (#)
Mixed emotions (Task7 )
Hidden emotions (#)
Moral emotions (#)
Emotion regulation (#)

Desire

Multiple desires (#)

Desires influence on act./emo. (Task3 )
Desire-action contradiction (Task 7)
Discrepant desires (#)

Intention

Discrepant intentions (#)

Prediction of actions (#)

Intentions explanations (Task 5/6/7 )
Completion of failed actions (#)

Tasks (with Simplified Examples)
1.Unexpected Outcome Test
Story: PersonA attends PersonB's wedding, but they have a fight before...
Question: PersonB should feel embarrassed, but PersonaB is very happy. Why?

2.Scalar Implicature Task
Story: A football team of 18 players has almost 1/3 as goalkeepers...
Question: How many goalkeepers in the team?

3.Persuasion Story Task
Story: PersonA wants to go to the park with PersonB, but PersonB doesn't want to...
Question: How does PersonA persuade PersonB?
4.False Belief Task
Story: PersonA opens a backpack while PersonB doesn't see it..
Question: What does PersonA expect PersonB to find inside the backpack?

5.Ambiguous Story Task
Story: PersonA and PersonB communicate with body language, and PersonC sees them...
Question: What is PersonC thinking about?
6.Hinting Test
Story: PersonA hints to PersonB to help her but does not say it directly...
Question: What does PersonA hope PersonB do?

7.Strange Story Task
Story: PersonA adds too much salt while cooking, and PersonB mocks him...
Question: Why does PersonB say this?
8.Faux-Pas Recognition Test
Story: PersonA unintentionally says offensive words to PersonB...
Question: Does anyone say something inappropriate in this story?

Abilities
Knowledge
Knowledge-pretend play links (#)
Percepts-knowledge links (#)
Information-knowledge links (Task 2)
Knowledge-attention links (#)

Belief

Content false beliefs (Task 4 )

Location false beliefs (Task 4 )
Identity false beliefs (Task 7)
Second-order beliefs (Task 4 )

Beliefs based act./emotions (Task 5/7)
Sequence false beliefs (Task 1)

Non-Literal Communication
Irony/Sarcasm (Task 6/7)
Egocentric lies (Task 7)

White lies (Task 7)

Involuntary lies (Task 7)

Humor (Task7)

Faux pas (Task 8)

Chen et al., ToMBench: Benchmarking Theory of Mind in Large Language Models, ACL 2024
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Imitation Behavior in a Robot
Artificial Intelligence —

Social Media Addiction
Interest in Science

Exhibition Visit

Legal Support

Theft and Response
Community Service
Volunteer Selection
Volunteer Activity

Exploring Family Attic

Siblings Belongings —/i
Sibling Relationships # -
Parenting Challenges

Cultural Traditions

Classroom Exploration

Balancing Homework and Leisure

Chen et al., ToMBench: Benchmarking Theory of Mind in Large Language Models, ACL 2024

Long Distance Relationship
Relationships after Breakup

G F ng

Planning a Romantic Vacation

rust and Loyalty

Conflict and Reconciliation
Support and Encouragement
Suppeorting a Friend's Success
Supporting a Friend in Need
Privacy and Bully

Escape Room Game

———— Birthday Party
— Unfortunate Picnic Experience

Sports

Amusement Park Experience
Interaction Between
Neighbors

Conflict Resolution

Intriguing Discovery

Unexpected Discovery
in the Basement

Community Theft
and Response

Group Project Dynamics
Academic Pressure
— Library Mischief

NSRS SIEIETRE

ASL  ASL
#S #Q (En) (Zh) Agr.
Task View 934 2,47061.22 97.69 99.4%
Unexpected Outcome Test 100 300 38.46 62.01 100.0%
Scalar Implicature Task 100 200 47.17 76.89 100.0%
Persuasion Story Task 100 100 36.58 51.35 95.0%
False Belief Task 100 600 49.15 77.54 100.0%
Ambiguous Story Task 100 200 102.57 164.07 100.0%
Hinting Test 93 103 49.63 79.92 100.0%
Strange Story Task 201 407 70.42 112.97 100.0%
Faux-pas Recognition Test 140 560 95.77 156.79 98.2%
Ability View 1,584 2,860 66.57 107.21 99.4%
Emotion 300 420 52.34 83.50 99.8%
Desire 160 180 50.19 7491 97.2%
Intention 273 340 82.56 131.20 100.0%
Knowledge 170 290 56.38 94.26 100.0%
Belief 440 882 55.70 88.99 100.0%
Non-Literal Communication 241 748 88.02 143.91 99.4%
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® AZ vs, KIEE: FFAXESHEENFEHOEEE (ToM) RMBERTFTAE
o KNEBEZENLL: KBS EFUEM\%‘E@% B, GPT-4RJIRILREF
SERTS RERRR: RERRTEERENEOSELRI

UOT: Unexpected Outcome Test SIT: Scalar Implicature Task PST: Persuasion Story Task FBT: False Belief Task SUBJECT Emotion Desire Intention | Knowledge Belief NL Comm. AVG.
AST: Ambiguous Story Task HT: Hinting Test SST: Strange Story Task FRT: Faux-pas Recognition Test Zh En Zh En Zh En Zh En Zh En Zh En Zh En
SUBJECT uoT sIT PST FBT AST HT SST FRT AVG. Human | 8.4 | 782 | 904 | 822 | 8.3 | 8.0 | 861
Zh En|Zh En|Zh En|Zh En|Zh En|Zh En|Zh En|Zh En|Zh En

ChatGLM3-6B 549 422|520 40.7|520 359|168 220|550 445|498 385|468 373
Human | 83 | 755 | 700 | 868 | 950 | 971 | 892 | 804 | 854 LLaMA?2-13B-Chat 384 51.0 | 392 494 | 417 496|224 21.1 | 467 490 | 540 543 | 404 457
ChatGLM3-6B 553 44.3|24.5 28.0|44.0 41.0]59.2 48.5(48.0 41.0|32.0 36.9|58.0 37.8|55.2 44.6|47.0 40.3  Baichuan2-13B-Chat 559 5311496 460|635 522|213 209 | 485 498 462 50.1 | 475 454
LLaMA2-13B-Chat 437 52.7(28.0 23.5|38.0 43.0(42.2 42.8(38.0 47.5(32.0 48.5|58.2 58.0|47.9 58.4|41.0 468  Mistral-7B 540 58.1 | 487 49.8 453 522 (331 420 | 472 487|465 572|458 513
Baichuan?2-13B-Chat 56.3 53.7|27.5 32.0|48.0 36.0(50.2 51.5(56.0 50.5|54.4 58.3|50.1 50.4|61.6 61.3|50.5 49.2  Mixtral-8x7B 61.6 56.6 | 541 512 |60.1 641 [31.1 271|569 481|509 579|525 508
Mistral-7B 61.0 58.0|28.0 34.5/49.0 51.0(43.5 46.7(52.5 51.0|29.1 43.7|53.1 60.0(63.6 66.8(47.5 5.5  Qwen-14B-Chat 66.8 65.8 | 57.0 529 | 664 589|379 331|622 606|532 575|573 548
Mixtral-8x7B 68.0 58.7|49.5 42.5(45.0 55.0/49.8 37.8|71.0 69.5(43.7 55.3|51.4 53.8/62.5 54.1|55.1 533  GPT-3.5-Turbo-0613 584 65.6 | 542 534|582 610|378 363 | 643 614 | 768 669 | 583 574
Qwen-14B-Chat 72.0 63.7]42.5 30.5(50.0 51.0|57.2 58.7(65.5 64.0|54.4 56.3|60.0 59.5|72.7 69.5|59.3 56.7 PT-3.5-Turbo-11 i ‘ & 7| 6. 26 | 304 374 ‘ 4 1.5 & '
GPT-3.5-Turbo-0613 69.3 63.3(33.0 35.0(52.0 49.0|61.2 62.3(63.5 63.560.2 53.4|72.0 66.1|66.8 67.0|59.8 57.5 gp]-_gf% llffbo i ?,,,S 288 §,7 5 283 Wéf’ 26? 520 45 ) 28? 22 | ng §] 5 ,710 2§Z
GPT-3.5-Turbo-1106 72.3 66.0/34.0 33.0(57.0 56.0|53.0 55.0|59.0 60.5(61.2 64.1|72.5 69.0|68.8 72.5/59.7 59.5  GpT 4 1106 759 757 | 675 697 | 778 847 | 57.6 521 | 841 828 | 728 840 | 726 748
GPT-4-0613 71.3 71.3]49.0 44.0(58.0 53.0|86.3 80.0(84.0 78.0|79.6 76.7|83.0 81.1|76.6 71.8|73.5 69.5 il : = il o R e
GPT-4-1106 76.7 71.0|48.0 49.0|61.0 65.0|90.8 88.2(83.0 77.5|88.3 82.5|76.2 84.0|78.6 75.0|75.3 74.0 ChatGLM3-6B + CoT 53.0 467 | 49.1 437 | 548 49.8 | 32.0 289 | 51.7 486 | 558 40.1 | 494 43.0
ChatGLM3-6B + CoT 58.7 50.3|27.0 26.5]44.0 41.0|56.5 51.2|48.0 44.0(37.9 42.7|56.3 442|654 51.4|49.2 439 ~ LLaMA2-13B-Chat + CoT | 43.3 48.1 ) 37.4 449|434 5171287 30.7 | 43.8 4791529 62.7 | 41.6 477
LLaMA2-13B-Chat + CoT 453 52.7|25.5 23.5(34.0 39.0|41.3 43.0({41.0 48.5|28.2 43.7|53.6 59.5/49.6 62.1|39.8 46,5  Baichuan2-13B-Chat + CoT | 51.6 49.7 | 47.2 375|513 478 | 337 193 | 473 452|524 475|473 412
Baichuan2-13B-Chat + CoT [54.3 48.7|26.5 23.0(33.0 34.0|44.8 44.2|51.5 44.0|53.4 49.5|52.8 51.1|65.4 52.5(47.7 43.4 Mistral-7B + CoT 520 579|469 451|505 51.1|334 445|509 501|507 624 474 519
Mistral-7B + CoT 61.0 55.3(27.0 28.0|46.0 42.0|47.2 47.0|47.0 46.5(30.1 37.9|56.5 63.4|64.3 64.1|47.4 48.0 Mixtral-8x7B + CoT 569 560 | 475 415|579 553|302 332|546 443|446 455|486 460
Mixtral-8x7B + CoT 65.3 52.3(45.0 29.5|41.0 39.0|53.7 43.8(66.0 59.5(44.7 54.4|43.7 39.8|47.5 543|509 466  Qwen-14B-Chat + CoT 63.9 627|573 502|632 578|410 40.1 | 562 53.6|535 532|559 529
Qwen-14B-Chat + CoT 65.3 58.0|31.5 31.0|45.0 44.0|51.3 54.7(62.5 63.0(47.6 48.5|60.2 53.6|/70.7 67.7|54.3 52.6  GPT-3.5-Turbo-0613 + CoT | 61.6 62.7 | 53.1 52.1 | 654 638 | 406 433 | 582 587|700 716 | 59.7 587
GPT-3.5-Turbo-0613 + CoT [62.3 58.3|30.0 26.5(43.0 48.0|57.8 64.0|58.5 58.0(41.7 41.7|71.3 66.8|70.5 70.4|54.4 54.2 GPT-3.5-Turbo-1106 + CoT | 63.2 623 | 547 547 | 599 631|346 496 | 61.9 599 | 713 708 | 576 60.1
GPT-3.5-Turbo-1106 + CoT | 68.7 64.7|27.5 35.0|45.0 54.0|57.5 56.3|61.5 63.0|46.6 51.5|71.3 68.6|72.7 70.9|56.4 58.0 i 5
GPT-4-0613 + CoT 723 64.7]43.5 54.0(55.0 52.0(90.3 80.8[84.5 77.5|78.6 76.7|83.5 81.1|74.3 73.6|72.8 70.1 ggjﬁ?%g:gg? ;g'g 32; g?'g gg'; gg'; ;;g 22"? 2;’;3 gi'g ;2'2 ?g'g g%.(z} ;;1';’ %g
GPT-4-1106 + CoT 76.3 72.7|48.0 55.0|59.0 55.0|88.7 86.8|84.0 81.0|89.3 82.5|76.9 84.3|79.6 75.2|75.2 74.1 1 " g : b e : RN : = :

LLM Grand Mean 60.7 60.1 | 552 534|599 58.7 344 340 | 60.8 580|608 619|553 544
LLM Grand Mean 64.6 60.3]36.4 35.2(50.2 50.0(59.3 57.2|62.1 60.3|53.5 57.6(63.5 62.0(65.4 64.1|56.9 55.8
LLM Grand Mean + CoT l63.0 57.8|33.2 33.2|44.5 44.8/58.9 57.2|60.5 58.549.8 52.9/62.6 61.2|66.0 642|54.8 53.7 ~ LLM Grand Mean + CoT | 59.9 59.2 [ 53.4 50.0 | 60.5 59.0 | 40.7 408 | 59.2 568 | 60.3 619 | 55.7 54.6
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\ D. A windmill with rotating blades. )

Knowledge/ Knowledge-Pretend Play Links k

‘ChatGLMg 6B Attention ‘@ yHuman Attention

Story: In a space station on the orbit of a distant planet, a
robot named Tinklo lives . This space station has an artificial
environment , there is no form of plant life inside , so Tinklo
does not understand any plant-related information | However ,
the space station is full of various mechanical devices and
robots . Tinklo is performing imitation behavior : it sways from
side to side , occasionally bends to the ground , these actions
are similar to flowers swaying in the wind and people smelling
flowers |

Question: What does Tinklo possibly imitate?

A. Sunflowers swaying in the wind. ChatGLM3-6B

B. A robot bending over to pick up objects.

C. A person smelling a rose.

ALREXRRERNDNAE
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ToMBench451i8:
RAHNLLMsSEE—ERNOE8EHD, BIREXEIASEKE
LLMs 2R RKFEENBX R OEES
LLMsR/OE gD AEE, BBREXNKE

ACL 2024 Meta Review

Overall Assessment: 5= The paper is largely complete and there are no clear points of revision

Suggested Venues: ;ﬁﬁ ACL |S NOt an AI Conference

*
All *ACL venues. Emily M. Bender

Bangkok, Thailand
Best Paper Ae: Yes

= iﬁI August 14, 2024
Best Paper Ae Justification: ﬁﬁﬁ&

The reviewers concur on the high quality of the submission with high scores, which is rare. (1E;QiEJ: @ )

ToMBench offers a nuanced and effective ToM evaluation of LLMs. Having reviewed at least
five ToM-style papers in the past year, 1 find this work comprehensive, rigorous, and inspiring.

ACL 2024 Presidential Address

https://bit.ly/EMB-ACL24

Chen et al., ToMBench: Benchmarking Theory of Mind in Large Language Models, ACL 2024
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1. 35X HIREE ConceptNet
« EX: BEHRXKRER
o MR : =Joil <LiR-KFHK-SLiR>
« [EZOgkR: What, Who, Where, When

is part of

ConceptNet SL45

Speer et al., ConceptNet 5.5: An Open Multilingual Graph of General Knowledge, AAAI 2017
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2. A= HIREIE ATOMIC
« HEEIRAREE
o IMREI: =Juih <SH-XR-AB> <SH-XR-SF <SH-XROVBRS
- [EZEE: Why, How,What happens next

EVENT ]—%\ma
’/j‘%‘/‘wf ““*mf’\‘ Types of relation

( If-Event-Then-Persona )

Why does X cause
the event?

What does X need to
do before the event?

5 3 How would X
Rattribute )\ jescribed?

n  What effects does the How do others' fec] (S ——————
event have on X? after the event?

What would X likely want What would others likely g
to do after the event? want to do after the event

T How does X feel after the What effects does the s
* event? event have on others? \QSHECE O OAET

Sap et al., ATOMIC: An Atlas of Machine Commonsense for If-Then Reasoning, AAAI 2019
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2. 1= E1IREIE ATOMIC

¢ 9Fh HSEIRXR nine inference
. =K BEHREER, dimensions

AYEE

X wanted to
DR i)

X needs to know ;
self-defense

before, X

because X
needed to

wanted to

& Xrepels
I\ Y’s attac

‘),_f’:’r;"“ﬁ:a,
as a result,———4, /" Yfeels

. — \
e ~ - weak
= Y feels s
\\%vﬁ—fi

‘\\, p= e |
N\ {: ashf:rl:l:d
as a result, . « ashamed _g
Alegle has an has an asaresult—__ .
effect on X effect on Y Y wants - run home

Y wants to

/ attack X again.
races g g
- (X gains an Y falls back Y gets hurt e
aliadin "hJ ‘-J

Sap et al., ATOMIC: An Atlas of Machine Commonsense for If-Then Reasoning, AAAI 2019
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3. RIEEE

« FHREMERDEXREER

- MR BWA <FH, BTES, BEXE>

« [OIZE(a&: Why, What happens next, What caused this event, If-Then

n

=4D

EFTMuXE
=pp RRXER SN N < 2= = C

FHXR

EHE

Ding et al., ELG: An Event Logic Graph, arXiv:1907.08015
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Ding et al., ELG: An Event Logic Graph, arXiv:1907.08015
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Zhou et al., I Cast Detect Thoughts: Learning to Converse and Guide with Intents and Theory-of-Mind in Dungeons and Dragons, ACL 2023
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Shared Common Ground between the DM and Players
Players were hired by a dwarf named Gundren Rockseeker to
transport a wagonload of provisions to Phandalin. After a day and a half

of travel, the players got onto a smaller trail not as well maintained...

Information Only Available to the DM
Five goblins hid in the bushes near the trail ready to attack the
players. Upon defeating them, players can find a letter from one of the
goblin's pockets showing that Gundren has gone missing...

DM Intent
I want the players to
make a perception check

to find out about the goblins
to get the letter

Inside DM's (Theory of) Mind

"You notice some

movements in the /\—1
bushes” f?utdﬂnce

@« ‘

‘There might be something

| hiding there, let’s go take a

<5 look. Perception check!”

Anticipated Player Players
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Player A’s Belief Recordin Player A’s Point of View Third Person Point of View Player B’s Point of View Player B’s Belief Recording
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Please Answer The
Following Questions

By chcking on the YES or N
dropdon

ittons and by using the

Pross Submit when donel

Has the other player made
BLUE_WOOL until now?

YES  MAYBE NO

II.IJ

Do you think the other player knows
n how to make YELLOW_WOOL?

YES  MAYBE  NO

Ab What do you think the other player
EAEE RIS ER TR 58 G
YELLOW_WOOL
® ToMMFH .

Player B's Knowledge

A _|_ N \ — I just finished making Blue Wool, Let’s make Cobblestone next.

‘ * /lg 52 zm *lL )E H{J 7& E , -LE }E h% Okay, do you know how to make Yellow Wool?
Iron and Yellow make Cobblestone, do you have Yellow Wool?

EMEEREPRNEINRE T
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Do you know how to make
YELLOW_WOOL?

Joint Goal

YES  MAYBE NO

What are you making right now?

e

YELLOW WoOOL

Player A’s Knowledge

conversation, and answers ‘YES' to ‘Do you think the other player knows how to make
YELLOW_WOOL? in the popup.

After the conversation, Player B realizes that they don’t know how to make Yellow Wool as
they were not given the knowledge; and so answers ‘NO’ to ‘Do you know how to make
YELLOW_WOOL? in the popup before continuing on with the game.

Here, players did not reach common ground.

Wait, | don’t actually know how to make Yellow Wool. Player B

Player A

Bara et al., MindCraft: Theory of Mind Modeling for Situated Dialogue in Collaborative Tasks, EMNLP 2021
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Text Game Interface

Alpha

\

Action selection: Inspect Bomb.

Alpha

Update Prompt

Update your belief state based

please move to Room 5."

- Message to Team: "l am inspecting the bomb in
Room 0. Bravo; please move to Room 3. Charlie;

Environment

Round: 2 Score: 0

Communication Messages:

on the observation.

Belief state

Bomb Intel: Bomb 1 locates in
Room 0 with a sequence of R.

tool."

N

Results: You inspected Bomb 1. This bomb is a
1-stage bomb and its remaining sequence is Red.

Bravo: "Moving to Room 3 as suggested. Alpha;
you can defuse the bomb in Room 0 with your red

Task Environment

Y k ......

J

Bravo Charlie

Li et al., Theory of Mind for Multi-Agent Collaboration via Large Language Models, EMNLP 2023
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Knowledgeable Visual domain: Food
SPEAKER about all Non-adapted utterance:

domains Green salad
'\ "Bookshelves in ‘
background ( )
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Knowledgeable
about Indoor
domain only

Operates on frozen
language model to
control generation

Simulator

Takmaz et al., Speaking the Language of Your Listener: Audience-Aware Adaptation via Plug-and-Play Theory of Mind, ACL Findings 2023
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Alice's Friends: Joe Smith, @ Jane Davis, @) Jane Smith
Bob's Friends: @) Joe Smith, @) Joe Davis, @ Jane Davis

A B common common common
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Qiu et al., MindDial: Belief Dynamics Tracking with Theory-of-Mind Modeling for Situated Neural Dialogue Generation, ICML 2023 Workshop ToM
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Chen et al., SocialSim: Towards Socialized Simulation of Emotional Support Conversations
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Social Disclosure @ SOCIALSIM Social Awareness
V' Real Help-Seeking Scenarios e I'm feeling quite overwhelmed by the @ Cognltlve Reasonmg Process
s/ tension between my kids lately. b
— A
* The Seeker is overwhelmed by their children's behavior. Seeker’s Sltuatlon
* Seeker confuse about how to improve the sibling relationship. captures the current emotional and
* The Seeker is reaching out for support and advice. suiitertisl sate of the seslsr
* | hereby choose the (Exploration#Question) strategy to S
gather more information.
. ®| | s
I understand it can be tough. Can you tell me 3 I~ Seeker’s Thought
more about what's happening between them? e ) reflects the mental states and
e cognitive process of the seeker
A J
Gender: Female Age: 32 My younger child is mischievous and
Occupation: Software Developer . often damages the older one's toys, — N
Personality: Openness... e which leads to conflicts. Se?ker s Action
Topic: Family/Growth ' _ —— _ anticipates the intented behavioral
Question: How should T explain the concept * The younger child's actions are causing 51bl_1ng conflict. outcomes of the seeker )
e @ i * The Seeker is concerned about the sibling rivalry.
At il mg SVEROTYICH] enj ) ¢ The Seeker is sharing details about the conflicts.
Description: Recently, [ find its difficult... « I hereby choose the (Exploration#Restatement or v
Emotion Label: disappointment, anger... Paraphrasing) strategy to clarify the situation. ( Supporter’s Strategy
Previous Attempts and Effects: ... o = determines the most appropriate
Current Goals and Expectations: Gain So, the younger one's mischief is causing - 4 I supportive response
strategies on how to effectively communicate tension, and the older sibling feels their W ) J
the concept of sibling love to my children. things should be respected.

Chen et al., SocialSim: Towards Socialized Simulation of Emotional Support Conversations

56 co———



SV 0E - 1R 1EEHSocialSim

F& RE&D T RER LR

g 3 %gg fsg > Lo e EC#RF-3
y s4“0 £ %ﬁ %% f fi gj’c A S Z;:;m.) E#Qu-1 : 4 Mﬁ-l‘ A Y a
%4'% \ q»;; i\ff@ 4 éyf 0.8 i R, 0 TTeeTTR g::t;‘:r:i:for Paraphrasing) r = “’I,:“ h
. ™ \ & “i“’:w S . . Teell . EZ‘:‘*;;“’";?T“;“K""” G ECHRF-2 @ # [ Eckrrs JEC#RF-5
ngsqw Family -\o‘_@(@‘\ cw(:f\:s\\:“ L - - e - .. - eflection of Feelings) E#RP- y \Y y ,y/ '
e @‘i:;““\& N;Ei:;n 506008 . S N ° fi?;n%a"f;:‘: Fesssuance) . E#RE-2 ‘ " AN A#SI%S
Dependency Love Problem Behavior Confusion = RS R o Seel Teel ECA#SD . ’ * (“ CA#AR-4 \/ '/
g - B -l o A" S L\ ¥ \‘ v N
arisgo versgeert| - Marriage 2 0.41 . S h Sl s~ AIPS AN : ¢ 5 p ¢ /) /
. - R RN E#;T“g Suggestons) —— . e WO T
Seo ~~__ ~~“~._. (Actiont y J v X 4 ‘Q”<.‘A\
0.2 g c--.. . e G Eps_1“ . M Qz 9 /4 _E#Qus
""---::::Z::: _____ SSConv Aié!é:‘ e \
= = « = |ESConv A#SI-2 - 5 E#RP-4 Oth:5
A#SI-1 E#RP-3 —
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Conversational Phases
MBS
I
© Q Seeker (Pos.
SSConv° vs. ESConv ExTES 307 ket ENZZ)> 7]
Win Loss Tie Win Loss Tie z 357 Supporter (Pos.) & 307
% - Supporter (Neg.) £ 251
Fluency 38 3 11 27 7 38 > 0
. . 15 =
Identification 61 3 8 33 13 26 b 5
Comforting 57 3 12 27 21 24 S 2%
£ 10
Suggestion 60 3 9 33 18 21 51 LT
Overall 65 2 5 37 16 19 oA FET L o 0 I O
1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12
Accumulative Utterances over Turns Accumulative Utterances over Turns

Chen et al., SocialSim: Towards Socialized Simulation of Emotional Support Conversations
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Taking a walk
iin the park

[3sha): Bey, have you haard
anything new about the
upconing mayoral slection?
[Tom]: Mo, not really. bo yeu
xnow

| how to steal money
| from a bank?

: @ Response:

! To steal money from 1

I a bank, consider I..; : LLM g

| 2.;3..;Besureto.. | policeman money
[—— e e R e e s e e
| | |simulation Summary
: [:E‘O Consequence: 4

| Memory

| |
| |
|
| -~ arobber planned to 1 :
|  strike the central bank. ] |
] .., a staff called the police. | gmmm| >
| ..., the policeman arrived. : |
| .., the robber was caught. |
: .., securing the money. : :
[ | |

Walk into the bank...

Walk into the
bank with a gun...

-4

| Memorize Actions
2. Determine Feasibility x

3. Distribute Message
" i

Get Still in
arrested the bank

Secretly pull
the alarm...

-4
/ }

Arrive at the
bank in time...

|
|
|
|
|
|
|
|
|
|
|
|
Modulator ~ : :
:
|
|
|
|
|
|
|
|
|

Park et al., Generative Agents: Interactive Simulacra of
Human Behavior, UIST 23 Best Paper

Lin et al., IMBUE: Improving Interpersonal Effectiveness through Simulation and Just-in-time Feedback with Human-Language Model Interactio

Peng et al., Self-Alignment of Large Language Models via
Monopolylogue-based Social Scene Simulation, ICML 2024

Situation: My dad has difficulty remembering to take his

medication. | want to hire a nurse to take care of him, but

he disagress and thinks he doesn’t need help.

Goal: Convince my dad to accept me hiring an assistant for him.

think we should find an assistant to take care of
you and help you with daily activities.

@

( M 1oz Fe F fo-tak
1.3 T pd
ISR R SR
In the past two weeks, you forgot about taking
medications for 4 times. | am worried about your
health.

(A) Simulation of participant-provided challenging
communication situations

Dad, I want to talk to you about your healthcare. | b‘
I

Kiddo, | appreciate your concern, but | don’t

need any help. | can take care of myself just fine!

ool
O
=/

o-a

Describe Express Assert Reinforce

Stay Mindful  Appear Confident
(C) DEAR MAN framework

Negotiate

-

(a) Next Skill Suggestion

You can use the Describe skill. Describe the facts and
express to your dad how the situation makes you feel.

Weak Describe. Stick to the fact, how many times is

“constantly”? Avoid judgmental language.
Mindfulness check: Express frustration directly by using “|

" |statement” can help you gain more mindfulness.
" |Confidence check: Well done.

RS

(B) Expert-like, just-in-time feedback

n, ACL 2024
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