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What is Knowledge?

• The ability to learn and apply knowledge is the fundamental ability to 

determine whether artificial intelligence has human intelligence

• The following can be considered as knowledge

• Fact knowledge: China is a country 

• Description of information: text or image 

• Skills obtained by practice: skill to open a bottle 

• Knowledge Base (KB): a collection of knowledge, including documents, 

images, triples, rules or parameters of neural networks, etc. 
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The information, understanding, and skills that you gain through education or experience. 

—— Oxford Dictionary



Knowledge Graph

A knowledge graph (KG) is a data structure for representing knowledge using a graph

• Nodes in the graph can be either entities or literals

• Edges are relations between entities and entities or literals

• Semantics of KG is based on ontology languages such as RDFS1 or OWL2

<Subject, Predicate, Object>

<Nanjing, Located_in, Jiangsu>
<Nanjing, Isa, Province_city>

Nanjing

Jiangsu

Located_in

“JinLing”

Alias

Province_city

Isa 

1. https://www.w3.org/TR/rdf-schema/
2. https://www.w3.org/OWL/
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subgraph Triple

Knowledge Graph famous KGs

https://www.w3.org/TR/rdf-schema/
https://www.w3.org/OWL/


KG  as a World Model

KG as Knowledge Base

Graph Structure as Knowledge Base

Text to Knowledge Graph

KG Embeddings as Knowledge Base



What is Language Model?
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𝑃(𝑤1, 𝑤2, . . . , 𝑤𝑛) = 𝑃(𝑤1) × 𝑃(𝑤2|𝑤1) × . . .× 𝑃 𝑤𝑛 𝑤1, . . . , 𝑤𝑛−1)

Calculate the probability of a word sequence： 𝑤1, 𝑤2, . . . , 𝑤𝑛

• Transformer, a most popular neural network；

• Encoder – Decoder architecture；

• Attention Mechanism；

TransformerAttention Mechanism

Attention is all you need, NeurIPS 2017. 



Pre-training

Train the model (Transformer) on a generic large-scale dataset to learn some fundamental, 

common features or patterns.

Pre-training

Transformer
Training
Object

Predict the 𝑛-th word using 

the previous 𝑛 − 1 words.

Large Language Model (LLM)

As the number of parameters gradually increases, when it reaches a 

certain scale (typically over one billion), it is referred to as an LLM.

Pre-trained LM LLM

ELMo (94M), BERT (340M) …
GPT-3 (175B),Llama 2 (70B) …

As the scale of model increases, the 

performance of the model 
significantly improves!

Pre-training & Large Language Model

7

Casual Language Model



LLM as Knowledge Base

• An LLM is a parametric knowledge base 
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Fabio Petroni, et.al., Language Models as Knowledge Bases? EMNLP-IJCNLP, 2019. 



KG vs LLM: Reasoning Capability Comparison 

LLM Reasoning

• zero-shot prompting

• Few-shot prompting

• CoT prompting

• Instruction

KG Reasoning

• Graph computing

• Rule-based reasoning

• Ontology reasoning

• Spatial-temporal 

reasoning

• KG embedding/GNN

• Code Pre-training: enhance LLM 

reasoning during training

• Prompt Engineering: eliciting LLM 

reasoning during inference

KG Reasoning

LLM Reasoning

• Graph computing

• Rule-based reasoning

• Ontology reasoning

• Spatial-temporal reasoning

• KG embedding/GNN
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KG for LLM: Pre-training
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• Designing pre-training objective to incorporate KG components

• Integrate KG with text as LLM training input

ERNIE: Enhanced language representation with informative entities, ACL 2019.

CoLAKE: Contextualized language and knowledge embedding, 2020. 

Aligned Pre-training Object (ERNIE …) Combined Training Input (CoLake…) 



KG for LLM: Pre-training
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• Integrating KGs into additional fusion modules

JAKET: Joint Pre-training of Knowledge Graph and Language Understanding, AAAI 2022.

Fused module (JAKET …)



KG for LLM: KG as Prompt
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• Knowledge graphs are directly utilized by LLMs as prompts without training

Knowledge-Augmented Language Model Prompting for Zero-Shot Knowledge Graph Question Answering. ACL 2023 workshop

Evidence-Focused Fact Summarization for Knowledge-Augmented Zero-Shot Question Answering. Preprint, 2024

KAPING EFSum

Retrieve subgraph triples as prompt Summarize the related triples



KG for LLM: KG as Prompt
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• Experimental results of KAPING 

Knowledge-Augmented Language Model Prompting for Zero-Shot Knowledge Graph Question Answering. ACL 2023 workshop



KG for LLM: KG as Prompt

15Evidence-Focused Fact Summarization for Knowledge-Augmented Zero-Shot Question Answering Preprint, 2024

• Experimental results of EFSUM 



KG for LLM: KG-to-text Prompt
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• Transform KG knowledge into well-textualized statements most informative

Retrieve-Rewrite-Answer: A KG-to-Text Enhanced LLMs Framework for Knowledge Graph Question Answering. IJCKG 2023



KG for LLM: Enhanced LLM Reasoning
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• Knowledge graph prompting for LLM reasoning on multi-documents 

Knowledge graph prompting for multi-document question answering. AAAI 2024

For questions on document content, concatenate it with the currently retrieved context and prompt the LLM to 

generate the next evidence to answer the question.

Knowledge graph prompting (KGP)



KG for LLM: Enhanced LLM Reasoning
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• Experimental results of KGP

Knowledge graph prompting for multi-document question answering. AAAI 2024

Knowledge graph prompting (KGP)



KG for LLM: Enhanced RAG
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• KG can help LLMs reduce hallucinations with Retrieval Augment Generation (RAG). 

G-Retriever: Retrieval-Augmented Generation for Textual Graph Understanding and Question Answering . Preprint 2024.

Prize-Collecting Steiner Tree (PCST) 

Prompt Tuning 

G-retriever



KG for LLM: Enhanced RAG
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• RAG on KG is more likely 

to capture intra-question 

structure and inter-

question relationships

Retrieval-augmented generation with knowledge graphs for customer service question answering. SIGIR 2024.

a) Build an KG from historical 

records.

b) Parsing consumer queries to 

identify named entities and 

intents. then navigates within the 

KG to identify related sub-graphs 

for generating answers 



KG for LLM: Enhanced ICL
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• KG can help retrieve high-correlated demonstrations during inference for In-Context 

Learning (ICL).

ConsistNER: Towards Instructive NER Demonstrations for LLMs with the Consistency of Ontology and Context. AAAI 2024.

ConsistNER



KG for LLM: Instruction Construction
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• KG can guide the construction of instruction datasets.

InstructProtein: Aligning Human and Protein Language via Knowledge Instruction. ACL 2024 

Knowledge to Instruction

Using an LLM cooperated with KG completion tasks, to generate

factual, logical, and diverse instructions.



KG for LLM: Knowledge Fusion
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• LLM provides internal knowledge through its parameters, while the KG provides 

external knowledge. 

Think-on-graph: Deep and responsible reasoning of large language model with knowledge graph. ICLR, 2024.

Think-on-Graph （ToG）



KG for LLM: Knowledge Fusion

24
Think-on-graph: Deep and responsible reasoning of large language model with knowledge graph. ICLR, 2024.

• Experimental results of TOG 



KG for LLM: Knowledge Editing
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• Extracting updating knowledge from KG as In-Context Learning examples for 

knowledge editing

Editing Large Language Models: Problems, Methods, and Opportunities. EMNLP 2023.

Can We Edit Factual Knowledge by In-Context Learning? EMNLP 2023.

The US Donald Trump

Joe Biden

KG 

updating

In-Context Knowledge Editing (IKE) EasyEdit



KG for LLM: Knowledge Validation
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• Evaluating the attribution: verifying whether the generated answer is fully supported 

by the citation.

Benchmarking Large Language Models in Complex Question Answering Attribution using Knowledge Graphs. Preprint. 2024

CAQA benchmark



KG for LLM: Knowledge Validation

27Benchmarking Large Language Models in Complex Question Answering Attribution using Knowledge Graphs. Preprint. 2024

• Experimental results on CAQA dataset.
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LLM for KG: KG Completion
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• Knowledge Prefix Adapter: structure-aware reasoning with structure embedding. 

Making Large Language Models Perform Better in Knowledge Graph Completion. Preprint 2024.

KoPA



LLM for KG: KG Completion
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Making Large Language Models Perform Better in Knowledge Graph Completion. Preprint 2024.

• Experimental results of CAQA dataset.



LLM for KG: KG Completion
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Enhancing text-based knowledge graph completion with zero-shot large language models: A focus on semantic enhancement, KBS 2024 

• Does the texts optimized by LLMs are more effective for text-based KGC models?

LLMs can add or remove content from entity descriptions. 

Constrained Prompts for KGC (CP-KGC) 



LLM for KG: Entity and Relation Extraction
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NER RE joint NER and RETasks

Large Language Models

ChatGPT LLaMA Flan-T5 CodeX      . . .  

Structural Output

Example1 Please list all entity words in the Text ... 

Option: location, person, organization, …

NL-LLMs
(Person: Steve, Organization: Apple)

class Work_for(Relation):

 "'' Person self.head Work for 
Organization self.tail. ''
 def __init__( self, head: Person = "", 

tail: Organization = "", ): 
self.head = head self.tail = tail

Example2 Code-LLMs RE_result = Work_for( 

head = Person(name = "Steve"), 
tail = Organization(name = "Apple"))



LLM for KG: Named Entity Recognition
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Guidance-Based Prompt Data Augmentation in Specialized Domains for Named Entity Recognition, ACL 2024 

• LLM can perform guidance data augmentation for NER tasks.

Guidance LLM Data Augmentation 



LLM for KG: Relation Extraction
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AutoRE: Document-Level Relation Extraction with Large Language Models , ACL Demo 2024 

• Exploring LLM on different RE 

paradigms

• RHF (Relation-Head-Facts).
Document-facts

Document-
relations-facts

Document-
relation-head-facts 

Document-
relation-facts



LLM for KG: KBQA

35Can ChatGPT Replace Traditional KBQA Models? An In-Depth Analysis of the Question Answering Performance of the GPT LLM Family. ISWC 2023

ELLMKGQA framework:

The Question-type Labeling Module

identifies the answer type of the input

question and the reasoning type involved

in answering the question (based on the

question text, reference answer, and

corresponding SPARQL query).

The ICL Prompt Construction Module

converts the input question into various

inquiry forms with different contextual

learning strategies

The Answer Checking Module

determines whether the LLM's response

includes the correct answer to the input

question by utilizing a combination of

exact matching and fuzzy matching

methods (employing an alias dictionary

from Wikidata in exact matching to

reduce false negatives).



LLM for KG: KBQA

36Can ChatGPT Replace Traditional KBQA Models? An In-Depth Analysis of the Question Answering Performance of the GPT LLM Family. ISWC 2023

• Experimental results of LLM KBQA



LLM for KG: KBQA
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Few-shot In-context Learning for Knowledge Base Question Answering , ACL Demo 2024 

• LLMs help generate logical forms as the draft for a specific question by 

imitating a few demonstrations.

KB-Binder



LLM for KG: Entity Alignment
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• Leverage LLM to aligned the entities from two different KGs.

Unlocking the Power of Large Language Models for Entity Alignment , ACL 2024 

Chat Entity Alignment (ChatEA) 



LLM for KG: KG Reasoning
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Discriminative Methods:

• Encoder-only PLMs (e.g., BERT)

Generative Methods:

• Encoder-decoder or decoder-only PLMs

• By leveraging the context encoding capability of LLMs, the representation of the 

knowledge graph is enhanced using textual information from the knowledge graph.

Unifying Large Language Models and Knowledge Graphs: A Roadmap. IEEE TKDE 2024
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How do KG and LLM collaborate?

Focus on scale 

& has high coverage
Focus on presentation 

& has high accuracy

41

Large Knowledge Models: Perspective and Challenges, 2024. 



KG x LLM: Neural-symbolic Framework
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KG-Agent: An Efficient Autonomous Agent Framework for Complex Reasoning over Knowledge Graph. Preprint 2024

• Binding a unified API of LLM functionalities to a programming language (e.g., SQL, 

Python, SPARQL …) to extend its grammar coverage and thus tackle more diverse 

questions.

Binder



KG x LLM: Language Agent 

43
https://yusu.substack.com/p/language-agents

• Contemporary agents use language for their thought process, which makes it much 

easier to incorporate heterogeneous external percepts and do multi-step (speculative) 

planning and reasoning, all in a non-programmed and explicit way.
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KG-Agent: An Efficient Autonomous Agent Framework for Complex Reasoning over Knowledge Graph. Preprint 2024

• Integrating the LLM, multifunctional toolbox, KG-based executor, and knowledge 

memory, and develop an iteration mechanism that autonomously selects the tool then 

updates the memory for reasoning over KG

KG x LLM: KG Agent 

KG-Agent



KG x LLM: Knowledge Service Platform
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Data

Knowledge

Service

Large Language Model Knowledge Graph

Search and 

Recommendation

Content 

Generation
Dialogue and QA Office Copilot ……

Structured Data Text Image Video ……

Knowledge 
Modelling

Taxonomy 
induction 
Ontology 
learning

Knowledge 
Extraction

Knowledge 
generation

UIE

Knowled
ge fusion

Entity 
alignment
Ontology 
matching

Knowledge 
reasoning

KG completion
Ontology 
reasoning

Fine-tune

KG2Instructi
ons

OntoPrompt

Knowled
ge fusion 
&Update 

Knowledge 
Editing

Continual 
learning

Inference

KG-CoT
JointKL
KICGPT Semantic Parsing

Data Annotation
……

Knowledge
argumentation

Knowledge index
……

Semi-

structured Data

Visualization and 

decision making

KG+LLM 
Pre-

training

RLHF

RLHF
With 

symbolic 
knowledge

Crowd-sourcing

Open APII

Quality evaluation Knowledge linking Rule engine

Task manager Data management Data mapping
Maintenance



KG x LLM: OpenKG
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Semantic Gap Knowledge

Science

Application

Environmentally 

embodied perception

Tool learning

Multi-agents 

collaboration

Knowledge acquisition

Knowledge 
verification
Knowledge 
instruction

Tool
Instruction

EditingAcquisition

Language

Language as "form", knowledge as "heart", graph as "skeleton"

Consciousness 

Gap Cognitive Gap

Knowledge augmentation

Knowledge editing
Value alignment
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• KG for LLM

✓ KG can enhance pre-training, instruction-tuining, RAG, ICL, fusion, update, 

validation of LLM

• LLM for KG

✓ LLM can knowledge graph completion, extraction, fusion, reasoning and 

validation of KG

• Integration of LLM and KG

✓ New agents can be designed

✓ OpenKG: Language as "form", knowledge as "heart", graph as "skeleton"

48

Conclusion
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Future Work

• LLM for KG

✓ Automating KG engineering pipeline using agent based LLM

✓ Tool-augmented LLM for symbolic reasoning of KG

✓ Enhancing Knowledge services based on KGs by LLM

• Integration of LLM and KG

✓ Newly designed unified agent

✓ Generalizable, trustable and stable knowledge services

✓ Programmable knowledge engine

• KG for LLM

✓ Effective and efficient learning of symbolic knowledge in KGs

✓ Benchmarks generated by KGs to validate LLMs

✓ Improving (interpretable) reasoning ability of LLM using KGs



Thank you!

Email address: yongruichen@seu.edu.cn
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